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BACKGROUND

§ We have security incidents.
§ Person(s) responsible for Cybersecurity are busy for incident responses.

§ Academic organizations also had critical incidents in Japan.

§ Need more security EXPERTs.
§ But not enough cost and human resource.

§ Can AI help the incident response ?

§ What kinds of information need for making assistance for Cybersecurity ?

§ Providing the knowledge of Cybersecurity Analysis and Assisting the 
Countermeasures.N
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Our Challenges Collecting and Pre-Processing Big 
Datasets for Cybersecurity

Finding Attack Behaviors using 
Machine Learning in Realtime

Predicting Attack Behaviors using 
Machine Learning

Assisting Security Operators to 
Find the Attacker’s Behavior

Assisting Security Operators to 
Decide the First Action
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NML Project

§ Joint Research Project
§ Network Machine Learning Project

§ Funded by JST CREST
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Our Approach
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Prediction of trends of cyber 
threats by natural language 

analysis of social data

PROACTIVE Cyber Defense
using Social Datasets

Web
SNS

Past
Cases

Dark
Web

REACTIVE Cyber Defense
using Infra Datasets

Collect cyber threat data 
aimed at network devices, 

servers, client terminals, etc. 

Router

Server

EndPoint

AI for Cybersecurity

Knowledge and Evidence of  
attacks

Proactive Reactive

Help for
Security Operators

Decision Detection
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Reactive Approach – Find the Behaviors
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Access to malicious site
(key = dst addr)

(value = src addr)

Infected
host

The destination address 
of Infected Host
(key = src addr)

(value = dst addr)

The host accessed to the same site
(key = dst addr)
(value = src addr) Domain Name resolved by 

infected host
(key = src addr)
(value = domain)

External BlackList
(key = dst addr)

(value = src addr)

User Authentication DB
(key = mac addr)

(value = username)



z
Collecting and Calculating Feature values

of Dataset

§ Collection
§ Network dataset tends to be huge amount

§ Over 10k messages per second

§ Need real-time storing and alanysis

§ Converting Feature Values

§ Which values are useful ?
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Collection Pre-
Processing Apply to ML

Traffic (pcap)
Malware (exe, pdf, ..)
Web site (html)

How convert the 
mixture of 
datasets to 

feature values ?

SVM, Bagging, Bosting,
Decision Tree, Decision Forest
Neural Network, K-means, K-

NN, …
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Our BASIC Approach : Picturization
§ Processing the images of network behaviors

§ Based on Hosts, Services, Entities…

§ The Key point is “Picturization”
§ Applying Image Processing Methods to Network Behaviors
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Capturing
Packets, Flows, Logs Applying to ML Malicious or

Benign ?

Networks
Imaging the behaviors Neural Network Decision
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Application : SYN packet behaviors
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Goal : Detecting Malicious Behaviors of Infected Hosts or Attackers

Advantages
(1) No Need of FULL Capturing – Applicable for High-Speed Networks
(2) Applicable for not only specific infection and attacks
(3) Light-Weight Realtime detection

TCP SYN Packets

• SYN is the start point of TCP 
connections.

• Observing only SYN packets :
No need of full capturing

• Detecting the infected hosts inside the 
network

• Finding the attacker’s behaviors

HOST Behaviors

Picturization of SYN Packets Behavior

Ryo Nakamura, Yuji Sekiya, Daisuke Miyamoto, Kazuya Okada, Tomohiro 
Ishihara, “Malicious Host Detection by Imaging SYN Packets and A Neural 
Network”, International Symposium on Networks, Computers and 
Communications (ISNCC 2018), Rome, Italy, June 2018                                   

Malicious

Benign
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Application : Datagram Behavior
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Benign Malicious

Goal : Detecting Malicious Communication Flows

Advantages
(1) No need of detecting applications and protocols
(2) Need full packet capture, but no need of inspection : Just counting
(3) Can be processed on the edge switch

§ Converting one flow to one image.

§ Apply images to CNN

§ Converting 16bit HEX data to X and Y axis

§ X (256) and Y(256)

§ RGB Color : Number of 16bit HEX data

§ Color shows the Density of data (16bit)
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Application : URL Detection 

§ Detection the URL of 
Malicious Web Site
§ Using only URL information

§ Converting URL into Byte 
Stream as Bag-of-Bytes
§ Not URL semantics

§ Just a Byte Stream

§ Same as Image Processing

§ Applying Byte Patterns 
against Neural NetworkN
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How to vectorize?

URL Classification with Stupid URL Vectorizer

We need Vectors
To utilize ML/DL techniques, we need to encode target entities into vectors.
OK, then, how can we encode URLs to vectors?

URL2CSV

Classification using URL2CSV and SVM
We tried to classify 25,000 "white 
URLs" captured at WIDE project and 
26,000 "black URLs" provided by 
phishtank.com.  
The result shows that the vector 
trends of white URLs and black URLs 
a r e q u i t e d i ff e r e n t a n d 
distinguishable with high accuracy.

Keiichi SHIMA (IIJ Innovation Insitute / WIDE Muscle Learning Team)

東大マーク集 2

3-
東大マーク　基本型〈タテ〉

基本型〈タテ〉

03 04 05 06 07 08 09 10 11 12 13 14 15

15mm

東大マークには、使用時の最小サイズが設定
されています。本項で示された最小サイズ以
下で使用すると、東大マークの再現性を著し
く損なう恐れがあり、表示を正確に伝達するこ

とができなくなります。この最小使用サイズは
、東大マークの印刷物における再生上の規定
です。使用する媒体の特性やスペース等を十
分に検討し、最適のサイズで使用してくださ

い。また、印刷方式、媒体の条件などによって
もマークの再現性が異なることについても
注意が必要です。

最小サイズ

01 02

PROJECT

We invented a stupidly simple method to vectorize a URL as shown below.
www.iij.ad.jp/index.html

w w w . i i j . a d . j p / i n d e x . h t m l

77,77,77,77,77,72,2E,
E6,69,96,69,96,6A,A2,
2E,E6,61,16,64,42,2E,
E6,6A,A7,70

3F,F6,69,96,6E,E6,64,
46,65,57,78,82,2E,E6,
68,87,74,46,6D,D6,6C

Split characters

Convert the URL into HEX values

Extract 8-bits values by shifting 4 bits in the HEX values

Count the number of unique values for the host part and the URL 
path part respectively (Bag of features)

7777772E69696A2E61642E6A703F696E6465782E68746D6C

9

Keiichi Shima, Daisuke Miyamoto, Hiroshi Abe, Tomohiro Ishihara, Kazuya Okada, Yuji Sekiya, Hirochika Asai, Yusuke Doi, “Classification of URL 
bitstreams using Bag of Bytes”, 1st International Workshop on Network Intelligence (NI2018), Feb 2018 (http://member.wide.ad.jp/~shima/publications/
20180219-ni2018-url-clf.pdf)

Keiichi Shima, Daisuke Miyamoto, Hiroshi Abe, Tomohiro Ishihara, Kazuya Okada, Yuji Sekiya, Hirohchika Asai, Yusuke Doi, 
“Classification of URL bitstreams with Bag of Bytes”, First International Workshop on Network Intelligence (NI2018), 20-22 February 2018
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Edge Device
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§ Switch Type PC with INTEL NICs

§ Apply DPDK Technology for Pre-
Processing

§ Processing the packets for simple 
counting and classification

§ Send processed data to server 
or cloud.
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NIC

Classifier

TX

Parser

Null
RX DPDK

Classification module(s)

Hardware
Kernel space
User space

Forwarding process

Feature
Extractor

file:///home/ga-su-/Downloads/implementation_en.svg

1 of 1 2018/11/30 14:53

Toki Suga, Kazuya Okada, Hiroshi Esaki, "Toward Real-time Packet Classification for Preventing 
Malicious Traffic by Machine Learning", 1st International Workshop on Artificial Intelligence and 
Machine Learning Techniques for Enhanced Network Management (AIMLEM 2019), February 2019.
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Problem : Not enough 
Training Datasets 
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§ Datasets from network devices and 
packets are mixture of malicious and 
benign communications

§ Need more training datasets 
labeled

§ No universality of network traffic : 
depend on the users

§ Applying SEMI-Supervised Method

§ Trying to apply Robust Auto-Encoder

Fig. 1. Framework of the proposed flow-based intrusion anomaly detection using robust autoencoders. In the left figure, the schematic of training a RAE,
using traffic feature distributions as characterized by the Shannon entropy, in which the parameters of an autoencoder and an outlier filter S are updated
alternately, is shown. In the right figure, the schematic of detection using the trained autoencoder is shown.

the proposed method using RAEs, it is expected that RAEs are
not only able to detect anomalies in the both training and test
data in unsupervised manner, but also suppress false positives.
Input and output features of RAEs are the Shannon entropy
which are computed from network flows per time window
as well as described in Sec. II-B, and l2,1 norm on S> is
used in the loss function. That is because scanning behaviors
in entropy features are represented as abnormal instances in
which outliers are added to normal instances and basically
independent of other instances. Of course, it is conceivable
that scanning behaviors span multiple time windows. In our
experiments described in Sec. IV, l2,1 norm on S> works
well for the case. Our proposed method is expected to avoid
under-fitting to benign instances, separating training data into
abnormal and benign parts in unsupervised manner. In the
training phase (Fig. 1, left), an autoencoder and an outlier
filter are updated alternately in the same manner as [6]. In the
evaluation phase (Fig. 1, right), the trained outlier filter is not
used, and reconstruction errors through the trained autoencoder
are used for anomaly scores which are shown as follows

AS(x) =
1

D

DX

i=1

(xi � x̂
i)2 (4)

where D is the dimension of x which is the number of features
per time window.

IV. EXPERIMENTAL EVALUATION

A. experimental conditions

To evaluate our proposed method, evaluations with SYN
port scanning attacks were carried out. We would prefer to
use realistic network data with labels, however, such a dataset
is not available as described in Sec. I. Instead of realistic
dataset with labels or an entirely synthetic dataset, the publicly
available MAWI dataset with injected synthetic attacks by
the tool ID2T was used [13], [14]. In the MAWI dataset,
network traffic from backbone links between Japan and USA
is recorded in the form of packet captures, every day in the
15 minute interval between 14:00 and 14:15 (GMT+9). Note
that the source and destination IP addresses are anonymized.

To evaluate our method, SYN port profiling scans are
injected into a specific time interval of the MAWI dataset
using ID2T. ID2T inserts the attacks in realistic in terms of
the network properties, especially its statistics, into which the
attacks are injected. Five days between 2015-03-30 and 2014-
04-03 of samplepoint-F of the MAWI dataset are used for all
evaluations. The first three days, the fourth day and the fifth
day are used for training, validation and test, respectively. The
fifth day is also used as the data to be injected SYN port scans.
We use three kinds of attacks for evaluation of our proposed
method, which are SYN port scans with the port range [1-
1024], [1-49151] and [1-65535]. All injected SYN port scans
target the IP 90.46.2.226 and originate from a host with IP
147.42.27.56. The attacks are injected at the same spot without
overlapping them, exactly at 14:10:33 (GMT+9) over a span
of 5 seconds. This condition is the same as in [5].

We compared two methods in all evaluations, which are the
conventional RNN-based method (Sec. II-B) and the proposed
RAE-based method (Sec. III). In the conventional method, the
same hyper-parameters were used as in [5]. In the proposed
method, the number of hidden layers in the autoencoder is 7.
The numbers of nodes were 3 and 16 in the forth layer and the
other layers, respectively. In order to stabilize learning, Layer
normalization was applied to each layer [15]. The activation
functions were sigmoid, ReLU and linear mapping in the
forth hidden layer , the other hidden layers and the output
layer, respectively. As an optimization method of autoencoder,
AMSGrad with a learning rate of 0.01 was used [16]. The
number of training epochs was 1000. The parameter � is set
to 1.0 and updating S was performed every 200 epochs.

B. experimental results

The results of anomaly scores for training and validation
data are shown in Fig. 2, and them for test and attack-injected
data are shown in Fig.3. In Fig. 2 (b), the landscape with the
anomaly scores over 5 is dominated at the 10th and 11th time
windows. According to manual inspection in [5], this is known
to be caused by resource exhaustion attacks. In the proposed
method (orange), this attacks are detected in unsupervised
manner as well as the conventional method (blue) and the
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Fig. 1. Framework of the proposed flow-based intrusion anomaly detection using robust autoencoders. In the left figure, the schematic of training a RAE,
using traffic feature distributions as characterized by the Shannon entropy, in which the parameters of an autoencoder and an outlier filter S are updated
alternately, is shown. In the right figure, the schematic of detection using the trained autoencoder is shown.

the proposed method using RAEs, it is expected that RAEs are
not only able to detect anomalies in the both training and test
data in unsupervised manner, but also suppress false positives.
Input and output features of RAEs are the Shannon entropy
which are computed from network flows per time window
as well as described in Sec. II-B, and l2,1 norm on S> is
used in the loss function. That is because scanning behaviors
in entropy features are represented as abnormal instances in
which outliers are added to normal instances and basically
independent of other instances. Of course, it is conceivable
that scanning behaviors span multiple time windows. In our
experiments described in Sec. IV, l2,1 norm on S> works
well for the case. Our proposed method is expected to avoid
under-fitting to benign instances, separating training data into
abnormal and benign parts in unsupervised manner. In the
training phase (Fig. 1, left), an autoencoder and an outlier
filter are updated alternately in the same manner as [6]. In the
evaluation phase (Fig. 1, right), the trained outlier filter is not
used, and reconstruction errors through the trained autoencoder
are used for anomaly scores which are shown as follows

AS(x) =
1

D

DX

i=1

(xi � x̂
i)2 (4)

where D is the dimension of x which is the number of features
per time window.

IV. EXPERIMENTAL EVALUATION

A. experimental conditions

To evaluate our proposed method, evaluations with SYN
port scanning attacks were carried out. We would prefer to
use realistic network data with labels, however, such a dataset
is not available as described in Sec. I. Instead of realistic
dataset with labels or an entirely synthetic dataset, the publicly
available MAWI dataset with injected synthetic attacks by
the tool ID2T was used [13], [14]. In the MAWI dataset,
network traffic from backbone links between Japan and USA
is recorded in the form of packet captures, every day in the
15 minute interval between 14:00 and 14:15 (GMT+9). Note
that the source and destination IP addresses are anonymized.

To evaluate our method, SYN port profiling scans are
injected into a specific time interval of the MAWI dataset
using ID2T. ID2T inserts the attacks in realistic in terms of
the network properties, especially its statistics, into which the
attacks are injected. Five days between 2015-03-30 and 2014-
04-03 of samplepoint-F of the MAWI dataset are used for all
evaluations. The first three days, the fourth day and the fifth
day are used for training, validation and test, respectively. The
fifth day is also used as the data to be injected SYN port scans.
We use three kinds of attacks for evaluation of our proposed
method, which are SYN port scans with the port range [1-
1024], [1-49151] and [1-65535]. All injected SYN port scans
target the IP 90.46.2.226 and originate from a host with IP
147.42.27.56. The attacks are injected at the same spot without
overlapping them, exactly at 14:10:33 (GMT+9) over a span
of 5 seconds. This condition is the same as in [5].

We compared two methods in all evaluations, which are the
conventional RNN-based method (Sec. II-B) and the proposed
RAE-based method (Sec. III). In the conventional method, the
same hyper-parameters were used as in [5]. In the proposed
method, the number of hidden layers in the autoencoder is 7.
The numbers of nodes were 3 and 16 in the forth layer and the
other layers, respectively. In order to stabilize learning, Layer
normalization was applied to each layer [15]. The activation
functions were sigmoid, ReLU and linear mapping in the
forth hidden layer , the other hidden layers and the output
layer, respectively. As an optimization method of autoencoder,
AMSGrad with a learning rate of 0.01 was used [16]. The
number of training epochs was 1000. The parameter � is set
to 1.0 and updating S was performed every 200 epochs.

B. experimental results

The results of anomaly scores for training and validation
data are shown in Fig. 2, and them for test and attack-injected
data are shown in Fig.3. In Fig. 2 (b), the landscape with the
anomaly scores over 5 is dominated at the 10th and 11th time
windows. According to manual inspection in [5], this is known
to be caused by resource exhaustion attacks. In the proposed
method (orange), this attacks are detected in unsupervised
manner as well as the conventional method (blue) and the

Gaku Kotani and Yuji Sekiya, “Unsupervised scanning behavior detection based on distribution 
of network traffic features using robust autoencoders”, 1st IEEE International Workshop on 
Adapting Data Mining for Security (ADMiS) 2018, Singapore, November 2018.
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Need for
Open Datasets

Providing Open Datasets for 
Cybersecurity Researches
• Traffic Flows
• DNS name resolution logs
• IDS logs

Beware for privacy issues

• Anonymization and removing personal 
identification

Previous Case : MAWI datasets

• WIDE Project
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Proactive Approach - Decision
§ When an incident occurred,

1. Decide the first action

2. Find the evidences of the attack

3. Identify the scope of impact

4. Decide a fundamental countermeasure

§ It highly depends on the person’s skills to 
perform these workflows

§ Applying AI technology
§ Assist to find the traces of the attackers

§ Assist to make a decision of the first action
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Security Operator

Incident Decision

Machine 
Learning

Assistance using 
Past Cases

This is Incident Response !!
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Normalization of Knowledges
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トリアージ ハンドリング

• Using Real CERT incident handlings
• Classification of handling steps
• Classification incidents based on

NIST and MITRE CAPEC standards

Workflow of Incident Responses

Normalization of Cases and Making Training Datasets

• Making training datasets of incident 
response assistance

• Applying natural language processing
• Trying LSTM and other algorithms
• Ongoing works..
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Classification of Security Documents using LDA

• Applying LDA (latent Dirichlet allocation) Algorithm to Classification of Documents
‣ Need detailed categorization for cyber-security LDA is not sufficient
‣ The cost of making training datasets is large Supervised Model is not good

‣ Seeded LDA: Try SEMI-Supervised Model

• Attack Type
• Impact Range
• Urgency
• Countermeasure

• Datasets and Analysis
‣ Datasets：CERT Report of TITECH + Blogs of Security Vendors
‣ Classification：Incident Types and Attack Types
‣ Evaluation

❖ Comparison of labeld LDA and seeded LDA
❖ Appropriateness of seeds
❖ Picking up similar attacks and incidents

Incident Reports
Web Pages Related to Cybersecurity
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The Proposed Architecture of Our System
Assistance of 

forensics

Finding the attack chain                                

PROACTIVE Analysis
Social BigData

REACTIVE Analysis
Infrastructure BigData

Assistance
of Decisions

Detection
of Behaviors

Machine 
Learning
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THANK YOU 

This work is supported by JST CREST Grant Number JPMJCR1783, Japan.
https://nml.ai/
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